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Abstract

How similar a virtual product is to a real
product is one of the most important issues
when using virtual simulation to develop real
apparel designs. The first step to achieve
high similarity is finding optimal simulation
parameters for the desired fabrics. However,
it is notoriously difficult to find an optimal
parameter set that reproduces the physical
properties of a specific fabric as closely as
possible. It is because the relationship between
the changes of simulation parameters and drape
shapes is highly non-linear, not intuitive, and
hard to be predicted even by experts. Therefore,
users have to repeat trial and error based on
personal experience until they find satisfactory
results, which is time consuming due to the
simulation time required for each trial. To han-
dle this problem, we proposed a neural network
model that learns the relationship between the
parameter space and the drape space, then we
presented a user interface that allows users
to quickly explore the extensive drape space
through simulation parameters. To validate our
method, we provided our UI with experts in
the fashion design industry and conducted user
studies with them for qualitative evaluation.

Keywords: User Interface, Parameter Tun-
ing, Cloth Simulation

1 Introduction

In the industry, virtual manufacturing is widely
used to develop new usable apparel designs. The
first step of virtual manufacturing is finding op-
timal simulation parameters for the desired fab-
rics. These parameters should be able to simu-
late the drape of the fabric as close to the real
fabric in imitation as possible. However, finding
optimal parameters for a specific fabric is notori-
ously difficult, because the relationship between
the changes of drape shapes and simulation pa-
rameters is highly non-linear, not intuitive, and
hard to be predicted even by experts. It can be
more difficult for the end users of virtual fash-
ion software, who are fashion designers not en-
gineers.

The general procedure for determining sim-
ulation parameters is as follows: First, the ini-
tial value is obtained by measuring the physi-
cal properties of the target fabric. With this ap-
plication in mind, most virtual fashion design
software come with their own simulator-specific



measuring device. However, the parameters ob-
tained from these devices are often not suffi-
ciently accurate for use in the development of
real products. It means that the simulated drape
with the parameters will not be sufficiently sim-
ilar to the actual drape. Therefore, second, man-
ual parameter tuning is required. This step basi-
cally repeats the process of adjusting the param-
eters based on the user’s intuition, re-simulation
and confirmation of the final drape. One draping
simulation takes at least tens of seconds. There-
fore, completing one parameter tuning task takes
from tens of minutes to an hour or more for one
specific fabric.

In this study, we introduce a UI that al-
lows users to interactively explore simulated
drape shapes by changing simulation parame-
ters. We trained a deep neural network with a
large amount of training data, so simulation re-
sults (drapes) can be instantly inferred from a
given set of simulation parameters. A simulated
drape is a three-dimensional object represented
as a mesh model. Generally, a highly com-
plex neural network model is necessary, such as
MeshNet [1], to handle mesh data. In addition,
the possible inconsistency of structures (with re-
gard to the number of vertices and connectiv-
ity between vertices) between meshes makes it
more difficult to use them as training data. To
avoid these complexities, we developed a novel
training method specialized for simulated drape
shapes. We discovered that a full drape shape
can be reconstructed from the edge curve of the
drape with small errors. Instead of full drape
meshes, we trained it to learn the relationship
between simulation parameters and the shapes
of the edge curves of the drape. As a result, we
were able to train it with a simple multilayer,
fully connected neural network.

To validate our method, we first measured the
errors between the full drape meshes and re-
constructed drape meshes from the edge curves.
Then, we proved that our deep neural network
model can learn the relationship between the
simulation parameters and the edge curves of
the drapes within an acceptable error. Finally,
we provided our UI with experts in the fashion
design industry and conducted user studies with
them for qualitative evaluation.

2 Background

Virtual fashion design software are being widely
used in the fashion industry to develop proto-
types of real products. The virtual cloth prod-
ucts should be as close to the real products as
possible, but before that can be achieved, the
physical properties of the virtual fabric should
be as close to the real fabric as possible. The
former is determined by simulation parameters.
Therefore, finding optimal simulation parame-
ters for real fabrics is one of the most important
issues in virtual cloth manufacturing.

2.1 Measuring Simulation Parameters

The Kawabata Estimating System (KES) [2]
is the most representative industrial device for
measuring various physical properties of fab-
rics. Industrial measuring equipments guarantee
high accuracy, but they are difficult, complex,
and expensive for ordinary people to use. Also,
because the physical dynamics of cloth simula-
tion are different from those of the real world,
using more physically accurate values will not
produce more realistic simulation results. For
this reason, some virtual fashion software pro-
vide their own method and device to measure the
simulation parameters for a given fabric sample.
Generally, the user first measures several phys-
ical states of the fabric sample, which physical
states are something that can be easily measured
by anyone but are not the simulation parame-
ters themselves. The measured values are then
converted into actual simulation parameters by
simulator-specific algorithms. For example, the
user measures the bending angle of the fabric
sample placed in a specific experimental envi-
ronment. Then, the bending stiffness, a simu-
lation parameter, can be computed from the an-
gle. However, the accuracy of the simulation pa-
rameters obtained in this way is often not satis-
factory for use in the development of real-world
fabric products. This is due to a number of rea-
sons such as the limitations of the expression
range of the measurement method, the condition
of the fabric sample at the time of measurement,
and human measurement errors. We recommend
readers to refer to [3] for more information on
the pros and cons of different methods of mea-
suring simulation parameters.
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Figure 1: An actual example of manual
parameter tuning

2.2 Estimating Simulation Parameters

There have been studies using machine learning
to estimate simulation parameters that best re-
produce the target drape shape. These studies
can be divided into two categories: optimization
and supervised learning. The former basically
is the iterative process of adjusting parameters
and simulating the drape until it finds parameters
that reproduce a drape sufficiently similar to the
target [4, 5, 6, 7]. This approach requires a long
computation time the simulation to be repeated.
Estimating a parameter for a single target fabric
takes from a few to tens of hours.

The supervised learning approaches concern
learning the relationship between the drape
shapes and simulation parameters from a large
amount of training data [8, 9, 10, 11] in order to
estimate the simulation parameters from a given
drape shape. With this method, users need to
somehow measure the shape of the actual drape;
thus, the problem of the human measurement er-
ror still remains. The other important issue with
this approach is the underlying assumption that
there is only one unique set of parameters that
gives rise to a particular drape shape, but it is
almost impossible to find a draping method that
satisfies this assumption. Two different sets of
parameters can result in almost identical drape
shapes. However, our learning model is trained
for the relationship that progresses in the oppo-
site direction. That means the model is designed
to estimate the drape shape from a parameter set.
If the simulator is deterministic, one parameter
set always produces the same drape shape.

2.3 Simulation Parameter Tuning

Manual parameter tuning is essential to compen-
sate for the lack of measured or estimated pa-
rameters. However, to the best of our knowl-

edge, there are no studies of Uls for tuning cloth
simulation parameters. The commonly used
method is to set the same drape condition in
the real and virtual world and then to repeat ad-
justing the parameters and simulating until the
shape of the virtual drape is close enough to that
of the real one. This process is difficult and
time consuming even for experts, because the
relationship between the parameter change and
drape shape change is not intuitive and difficult
to predict and the simulation takes time. For
example, Figure 1 shows an actual example of
manual parameter tuning, which is provided by
a professional virtual fashion designer. The left
image shows the drape of the real fabric, and the
right image shows a simulated drape observed
during the parameter tuning task. In this case,
the shape of the fabric specimen was 55 x 55
cm square, and the virtual specimen had 22,005
vertices and 43,564 triangle faces. The drap-
ing simulation was repeated dozens of times to
complete the parameter tuning task, which took
about 30 min.

2.4 Draping methods

Various draping methods have been developed
to analyze the properties of different fabrics.
Cusick’s drape [12] is the most representative
method being used in the textile industry. In this
method, a circular sample of fabric with a diam-
eter of 30 cm is placed on the upper surface of a
cylinder with a diameter of 18 cm. The unsup-
ported area of the sample flows down and forms
a shape of drape. Various meaningful features
of Cusick’s drape have been investigated [13],
and many variations of Cusick’s drape have been
studied [14, 15, 16]. We adopted a variation
of Cusick’s method proposed in [11]. In this
method, squared fabric samples were used in-
stead of circular ones, and a thinner cylinder
was used for the supporting object. As op-
posed to the original Cusick’s method, it is ad-
vantageous to distinguish differences in stretch
stiffness because of the longer portion flowing
down and because, through this, the distinction
between the weft and warp directions also be-
comes clearer.



TN s

Figure 2: An example of draping simulation

Table 1: Simulation parameters

Symbol Parameter

SU Stretch force coefficient in the weft

SV Stretch force coefficient in the warp

SH Shear force coefficient

BU Bending force coefficient in the weft
BV Bending force coefficient in the warp
BD Bending force coefficient in the diagonal
D Density

3 Draping Simulation

3.1 Cloth simulation model

We deliberately used the simulation model of
CLO3D in version 5.1 for our experiments. The
first reason is that its practicality has been ver-
ified since it is one of the most widely used
software products in the virtual fashion indus-
try. The second reason is that it offers a pa-
rameter measurement device specialized for its
simulator [17]. We used this device to obtain
initial values for the parameter tuning tasks in
the final user study (see Section 6.2). The sim-
ulation model of CLO3D is an implementation
of Baraff’s method [18], which uses the im-
plicit integration method to maintain the stabil-
ity of simulations for large-time steps and high-
resolution fabric models. The seven simulation
parameters that have the greatest influence on
the drape result are listed in Table 1. These are
also the input variables in our learning model
(see Section 5) and controllable parameters in
the UI (see Figure 4(b)). Our method was inde-
pendent of the internal mechanisms of the simu-
lation model, and the simulation model was not
a contribution of our work. Therefore, we omit
a more detailed description of the simulation al-
gorithm and recommend readers refer to [18] for
more details.

3.2 Draping Method

We used the draping introduced in [11]. This
method involves dropping a 30 x 30 cm square
fabric sample spread out on a 10cm diame-
ter cylinder. To build a high-resolution fab-
ric model, the vertices were randomly sampled
at intervals of 5mm, and the fabric mesh has
6,554 vertices and 12,862 triangle faces. Fig-
ure 2 shows an example of the draping simula-
tion. The leftmost figure is the initial state, and
the rightmost figure is the final state. The end
condition is that all vertex speeds are under a
certain threshold. The simulation time step was
set to 0.033 s for all the experiments. The time
that it takes to satisfy the end condition depends
on the simulation parameters. The stiffer param-
eters tend to delay the time for the simulation to
satisfy the end condition. Using a computer with
an Intel i7-8700 (3.2 GHz) processor and 16 GB
RAM, we spent between of seconds to minutes
to complete one draping simulation.

4 User interfaces

To verify the necessity of our research, we first
conducted a preliminary user study with ten ex-
perts currently working as professional design-
ers in the virtual fashion design industry. We
asked them the following three questions. Fig-
ure 3 shows the five choices for each question
and the number of times each option was cho-
sen as a response.

Q1: How often did you have to perform addi-
tional manual parameter tuning instead of
using the instrumentally measured parame-
ters as they are?

Q2: What was the longest time taken to com-
g
plete parameter tuning for one fabric in
your experience?
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Figure 3: Results of preliminary user study

Q3: What is the average time taken to complete
parameter tuning for one fabric in your ex-
perience?

Most participants answered that manual param-
eter tuning is at least occasionally necessary. In
their experience, the average parameter tuning
time for one fabric was about 30 min, and in
the worst case, it took more than two hours. In
addition, we conducted face-to-face interviews
with the ten experts, investigating their experi-
ence in parameter tuning works. Our UI was
developed based on their experience. Figure 4
shows a screenshot of the UI. The main function
is to interactively explore the result of the drap-
ing simulation as the user changes the simula-
tion parameters. In Figure 4, (a) is the 3D view-
port for displaying the estimated drapes and (b)
is the set of sliders for adjusting the parameters.
We used logarithmic sliders based on the pre-
vious observation; the correlation between the
changes in the drape shape and the changes in
physical properties are in a log-linear relation-
ship [8, 10].

Figure 4: A screenshot of the user interface

Through the interviews, we found that when
comparing real and simulated drapes, the flipped
shape of the drape in the weft or warp direc-
tion is considered the same. This is because
most commercial simulators assume that phys-
ical properties are independent and uniform for
each of the three axes: weft, warp, and diag-
onal. Therefore, theoretically, there is a 50%
chance that the simulation result will be flipped
in the weft or warp direction. Reflecting this
user experience, we implemented buttons to flip
the drape shape in the weft and warp directions.

In addition, many of the interviewees wanted
to see the simulated drape in the same angles
shown by the photograph of the target drape. To
implement this feature, we used an ARUCO [19]
marker. When taking a photograph of the real
drape, we placed an ARUCO marker on the top
of the drape. By detecting the marker and an-
alyzing its shape, we could infer the intrinsic
camera matrix of the photograph. Figure 4(c)
is where the photographs of the real drape are
displayed in our UL In this example, the three
photographs taken from different angles are dis-
played. The background of each photograph is
colored green to make the marker detection eas-
ier and the shape of the drape clearly visible.
When one of them is clicked, its intrinsic cam-
era matrix is computed and applied to the virtual
camera of the 3D viewport.
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Our goal is to find the function, f : P —
D, where P is the simulation parameter space
and D is the set of all possible drape shapes.
We trained the function f through a supervised
learning method.

5.1 Training Data Generation

To collect large-size training data, we could ran-
domly sample the simulation parameter spaces
and then run the draping simulation with each
of the sampled parameters. In the sampling, we
wanted to exclude invalid parameters that are
not physically possible or cannot be regarded as
those belonging to fabric. These invalid param-
eters could cause the divergence problem in the
simulation, which could unnecessarily broaden
the domain of the parameter space, making
learning difficult. To avoid this risk, we sampled
the simulation parameters according to the prob-
ability distribution of a set of validated parame-
ters. Specifically, we were provided with a set
of simulation parameters validated for 400 dif-
ferent types of fabrics from CLO Virtual Fash-
ion Inc. [20]. A Gaussian mixed model (GMM)
with five components was fitted to the 400 pa-
rameters. Then, we sampled new parameter sets
according to the probability distribution.

5.2 Data Representation

Each input data, p € P, is normalized by
log transformation and then scaled in the range
[0, 1]. The output data of the training can be the
drape meshes themselves. However, using raw
3D mesh data as training data will overcompli-
cate the training model and consequently neg-
atively affect training accuracy. Instead of us-
ing the entire mesh data, we used only the edge
curves of the drape meshes as the output data.
The black curve in Figure 5(a) is an example
of the edge curve. We assumed that the full
shape of drape could be approximated from its
edge curve. This assumption was deemed rea-
sonable because creased fabrics were excluded
from our consideration and there was no exter-
nal force other than gravity, such as wind force.
An edge curve is represented as a sequence of
244 uniformly sampled 3D points, which makes

it a 732 dimensional vector.

5.3 Reconstruction

Figure 5 shows an example of reconstruction:
(d) is the original mesh and (c) is the recon-
structed result from the edge curve of (d). The
reconstruction procedure is as follows. First,
a circular mesh is added for the portion of
the drape supported by the cylinder (see Fig-
ure 5(a)). The shape of the circle is the same
as the top face of the cylinder, but the position
is raised slightly to reflect the thickness of the
fabric. Then, we attached a ring-shaped trian-
gular strip mesh of 4 mm width around the cir-
cular mesh (the red mesh in Figure 5(b)). This
ring strip was used to smoothen the flow of the
drape near the edge of the cylinder. The heights
of vertices on the outer circle of the ring are set
4 mm lower than the circular mesh. Finally, we
filled another triangular strip between the edge
curves of the drape and the ring strip (the vi-
olet mesh in Figure 5(b)). In order to prove
that the reconstructed drape is sufficiently sim-
ilar to the original drape, the following experi-
ment was performed. First, we made 400 drapes
by simulation with the parameter sets used to fit
the generative model, reconstructed them again
from their edge curves, and investigated the dif-
ferences. We computed the average Hausdorff
distance (AHD) and Hausdorff distance (HD)
between the original and reconstructed drapes.
Figure 6 shows the histograms of AHD and HD.
In most cases, AHD was less than 2 mm, and
HD was less than 10 mm. Figure 7 shows the
case of maximum HD in a top view, and the
color on the original drape (right one) means
distance per vertex. As shown in the figure, the
error is usually caused by the difference in the
width of the folds. Folds of the reconstructed
drape tend to be narrower than those of the orig-
inal. However, even in the worst case, there is
no significant difference in the overall shape.

5.4 Deep Neural Network Model

Thanks to the use of edge curves instead of full
meshes, we can train with a simple multilayer
fully connected neural network. The input layer
and output layer have seven (the size of the pa-
rameter vector) and 732 (the size of the edge
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Figure 5: An example of drape reconstruction
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curve vector) nodes, respectively. Our model
has five hidden layers, and the numbers of nodes
at each layer are 512, 4096, 4096, 4096, and
8192, respectively. Our network uses ReLLU ac-
tivation for each layer except the output layer,
which uses linear activation.

6 Evaluation

6.1 Training Accuracy

We sampled 100,000 parameter sets using the
GMM model (see Section 5.1) and then ran the
draping simulation with each sampled parame-
ter set. Then, we removed cases where the sim-
ulation did not converge after a certain period of
time or where the final drape shape was judged

Table 2: Means and standard deviations of E,,

Training Test Validation
Mean 5.07mm 5.46 mm 5.42 mm
STD 2.54mm 2.87mm 2.82mm

not to be a typical fabric shape (e.g., where it
was too sagging or falling to the ground). The
size of the final training data was 92,600. We
used 80% of the total data as training data and
split the remaining data in half to use as test data
and validation data, respectively. The model was
trained for 300 epochs with the mean square er-
ror loss function and the Adam optimizer. In
order to intuitively understand the prediction er-
ror, we recalculated the error of each prediction
in millimeters as follows.

Ll _
Em(y,9)=—> llvi—wl, M
i=1

where y; and y; are the 244 (= n) sampling
points of the original edge curve and the pre-
dicted edge curve, respectively. Table 2 shows
the means and standard deviations for total E,,
of the training, test, and validation data.

As reported in [11], if the mean difference of
two contours is less than 5 mm, there is little vi-
sual difference in the shape of the drape. Even
at 10 mm, which is about twice the mean, the
overall drape shapes of the original and the pre-
dicted are quite similar. Since the purpose of
parameter tuning is not to reproduce a perfectly
identical drape shape but instead to find param-
eters that show similar drapability, this level of
accuracy can be acceptable.

6.2 User Study

For the qualitative evaluation, ten experts who
have participated in the preliminary user study



Table 3: The target fabrics for the user study
Composition
Cotton (39%),
Lyocell (7%),
Polyester (51%),
Polyurethane (3%)
Polyester (83%),
2 Double Knit/Interlock  Nylon (5%),

Metallic (12%)

Task  Fabric type

1 Double Knit/Interlock

Polyester (92%),
3 DobbyHacquard Poli//urethane (8%)
TENCEL™ Lyocell (66%),
4 Rib Wool (28%),
Polyurethane (6%)

were asked to use and evaluate our Ul They
were asked to perform parameter tuning tasks to
find the optimal parameters for given read fab-
ric drapes. For each task, the photographs of
the target drape were presented, which had been
taken from three different angles. And the initial
values obtained from the measuring device de-
signed for CLO3D 5.1 [17] were provided. All
participants understood the meaning of the ini-
tial value as experts, and the degree to which
they have confidence in the initial values de-
pended on individual experience. The judgment
on the completion of each task was subjectively
determined according to their own experience.

Each participant performed a total of six
tasks, and the first two were practice steps, re-
gardless of whether tuning was completed or
not. During this process, they were allowed to
freely use the interface as much as they wanted.
For the remaining four real tasks, the time taken
to complete was recorded, but we asked the par-
ticipants not to be constrained by time and to
work until satisfactory results were achieved.
The four target fabric samples had different fab-
ric types and compositions as listed in Table 3.
In the real tasks, we fixed the density parameter
according to the advice of experts. According to
experts, since density can be measured relatively
accurately compared to other physical proper-
ties, they do not change the density unless there
is a special reason.

Figure 8 shows a selected result for each
task: (a) photographs of the target drape, (b)
the drapes with the initial values, and (c) the fi-
nal drapes after the tuning task was completed.
It can be seen that the shape of the drapes pre-
dicted by the initial values were remarkably dif-

(a) Target photo (b) Initial drape (c) Tuned drape

Figure 8: Examples of each task

Table 4: Average completion time and standard
deviations for each task.

Task Ayerage Standard deviation
time(s) SU SV SH BU BV BD
1 1505 032 040 028 040 038 0.31
2 2853 024 022 025 023 037 0.22
3 132.8 065 057 0.67 030 036 0.29
4 1769 029 032 031 0.13 0.16 0.14

ferent from the target drapes. After the tuning
tasks were completed, the results approached
close to the targets. Table 4 shows the average
completion time for each task and the standard
deviations of log-scaled values chosen by partic-
ipants for each parameter. The low standard de-
viations indicate that different participants made
similar results. This means that we can expect
consistent results with our method. The aver-
age completion time for each task was between
2 and 5 minutes. For the specific details and re-
sults of each task, please refer to the supplemen-
tal materials.

After completing the task, we asked each par-
ticipant a qualitative evaluation about the UI and
to answer following two questions:

Q1: How helpful do you think a Ul like this can
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(b) Q2. Reliability of the draping method.

Figure 9: Results of preliminary user study.

be for understanding the relationship be-
tween parameters and drape shapes?

Q2: How reliable do you think it is to do pa-
rameter tuning using the presented draping
method?

Figure 9 shows the results. Their common opin-
ion was that the interactivity of the UI allows
users observe the continuous change of drap-
ing results with respect to the change of the
parameters, which can be a great help in un-
derstanding the relationship between parameters
and drape shapes. One participant also men-
tioned that he could see countless different drap-
ing results with different parameters in a short
time, and that it was the most differentiated ex-
perience from the traditional way. On the other
hand, several participants concerned that check-
ing just one draping shape might not be reliable.
In practice, more than one draping shapes of the
target fabric are sometimes considered for better
accuracy in the tuning. It is possible to add ad-
ditional draping shapes in our UL If our method
is put to practical use, it will be an important
consideration to use multiple draping methods.
In addition, participants were asked to give
a descriptive evaluation of the UI. The most
mentioned positive aspect was that they could
see the draping result right away without wait-
ing for the simulation. Most of the participants
wanted such a high interactive UI to be included

in the actual virtual fashion design software to
improve the efficiency of tuning tasks. On the
other hand, most participants noted that using
only one draping method was a major drawback.
In practice, tuning is often done with a single
draping method, but in some cases, with addi-
tional samples in the form of t-shirts or skirts
to cover more general situations. It is not diffi-
cult to add one or more draping methods in our
method. If our method is put to practical use, it
will be an important consideration to use multi-
ple draping methods.

7 Discussion

In this study, the relationship between the simu-
lation parameters and the final result of the drap-
ing simulation was learned from a large amount
of training data. Using this, the user could inter-
actively explore the change of the drape accord-
ing to the change of simulation parameters. We
also developed the UI for simulation parameter
tuning, and it was evaluated for its usefulness by
experts.

As they pointed out, using two different drap-
ing methods would be more helpful to users. In
theory, adding more draping methods to our sys-
tem is not difficult. However, in practice, be-
cause generating training data for a new drap-
ing method will incur high cost, verifying var-
ious draping methods is not a simple prob-
lem. In our experiments, we used hundreds of
CPUs and completed 100,000 draping simula-
tions over about two days. We determined that
one way to reduce the cost is to optimize the
distribution of the training data and the neural
network structure, which makes for interesting
future research work.

In terms of the draping method, it is necessary
to develop one that is highly expressive and ap-
plicable to more diverse types of fabric. In our
experiments, we considered only fabrics that,
in their natural state, would not wrinkle due to
their internal forces. For example, cursed and
curled fabrics are excluded. Developing a suit-
able draping method to express the drapability
of these fabrics will broaden the scope of appli-
cation of our proposed method.

Our training model is designed to use an inter-
active UL. However, it can also be used to speed



up autonomous optimization techniques. Be-
cause existing optimization techniques run sim-
ulations for every evaluation of the objective
function, it takes from a few to tens of hours to
optimize the simulation parameter for one target
fabric. Replacing simulations with predictions
from the training model greatly speeds up the
optimization process. This will be also an excit-
ing prospect for future research work.
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